Perceptual Learning: Policy Insights From Basic Research to Real-World Applications


Abstract
Perceptual learning is the process by which experience alters how incoming sensory information is processed by the brain to give rise to behavior—it is critical for how humans educate children, train experts, treat diseases, and promote health and well-being throughout the lifespan. Knowledge of perceptual learning requires basic and applied research in humans and non-human animal models, which informs strategic targets for advancing applications. Commercial products to induce perceptual learning are proliferating rapidly with limited regulation (e.g., for rehabilitation), while at the same time basic science is increasingly restricted by changing regulations (such as new granting-agency definitions of clinical trials). Realizing the full potential of perceptual learning requires balancing basic and translational science to advance new knowledge, while serving and protecting consumers. Reforms can promote open, accessible, and representative research, and the translation of this research to applications across different sectors of society.
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Perceptual learning fine-tunes how humans process sensory information and informs how we learn to do tasks and enjoy the world around us. This article addresses balancing basic and translational science of perceptual learning to better serve society.

Key Points

- Perceptual systems change across the lifespan in response to how we interact with the world around us. This has broad implications for education, medicine, technology, and society.
- Basic research of perceptual learning in human and animal models is essential for informing constraints on this learning, and methods to augment it.
- Applications of perceptual learning hold great potential to help people by addressing perceptual needs ranging from sensory loss and developmental perceptual disorders, to augmenting perceptual skills needed for everyday activities.
- Regulation should aim to promote discovery and applications, to advance new knowledge, balancing goals to both serve and protect consumers.
- Effective policies necessitate close interactions among funding agencies, regulatory agencies, scientists, clinicians, companies, and consumers.

Perceptual systems in the brain constantly change to optimize how people process incoming sensory information needed to understand and act in the world. This process, called perceptual learning (PL), is fundamental to almost everything people do (Seitz, 2017). From early in life, experience with the world establishes basic perceptual functions needed to recognize faces, develop language, and perform complex tasks. Moreover, when perceptual systems are damaged by disease, injury, or aging, they show amazing abilities to learn (e.g., ability to read braille or understand speech from a cochlear implant). PL research has applications across the lifespan, from helping children to overcome developmental disorders to assisting older adults to compensate for sensory losses. PL benefits the workplace, for example, enabling radiologists to diagnose cancer or for air traffic controllers to simultaneously monitor multiple aircraft. Artificial intelligence (AI) systems also rely on PL for effective sensing, such as speech and face recognition on phones and computers, self-driving cars, automation in factories, computer-assisted diagnostics, etc. Furthermore, PL helps humans adapt to these new technologies. Even entertainment, sports, and hobbies rely on PL—for example, training baseball players to hit fastballs, chefs to create interesting dishes, sommeliers to provide wine recommendations, and for everyone to appreciate these experiences. PL is fundamental across lifespan and has implications for virtually every human endeavor.

This article overviews key areas of PL research, opportunities for application, and its bidirectional relationship with public policy. Research informs how PL can be shaped through numerous methods, and how it differs across the lifespan and diverse individuals. Policies influencing research can either advance or stifle knowledge. Funding mechanisms and regulatory structures are needed to promote rigorous, reliable science representing and serving diverse people. Likewise, with opportunities for translation of PL to education, medicine, and technology sectors, policies are needed to promote beneficial products and services while restricting those that are harmful. Effective policy can promote education of consumers and providers, inspire diverse individuals to engage with research and applications, and ultimately help society to benefit from knowledge and applications of PL.

PL as a Window Into Brain and Behavior

The term PL was originally coined by Eleanor Gibson in her foundational research on human development (Gibson, 1969), whom introduced PL in the context of how visual systems learn through experience. For example, observing that human babies appreciate falling hazards only after learning to crawl was key to understanding the development of stereovision. Following this research, Held and Hein (1963) used animal models to demonstrate the importance of active vision in development by having one kitten actively walk around a circular arena while passively moving a second kitten through the same environment via a rig. Although both kittens viewed the same environment, the kitten only passively experiencing the environment failed to develop normal behaviors such as avoiding visual cliffs or moving toward visual objects of interest, while the kitten that actively walked around the arena developed normally (Held & Hein, 1963).

A breakthrough in understanding how brain changes underlie experience-driven sensory refinements came from pioneering work of Hubel and Wiesel, whom showed alignment of signals from the two eyes, called stereopsis, which is critical for depth perception, depends on early postnatal experience (Hubel & Wiesel, 1970). Their experiments showed that, if vision is temporarily blocked in one eye during early infancy, a permanent change in the visual pathways ensues, substantially reducing input from that eye to visual cortical neurons responsible for stereopsis. Curiously, similar manipulations in adulthood had minimal consequences. This fundamental work led to significant changes in treatments of humans with amblyopia, where interventions balancing interocular signals are now known to be most effective when applied during early infancy. This limited time window of learning and plasticity was termed a “critical period.” Subsequent investigations discovered similar
PL Helps Explain the Generalizability of Training

A hallmark of PL has been how exquisitely specific outcomes can be to the trained task. A case example is vernier acuity—the ability to detect subtle misalignments of two vertical lines as subtle as 10x smaller than our visual acuity. With training, performance quickly improves but training gains with vertical lines fail to carry over to the same task using horizontal lines (Poggio et al., 1992). Furthermore, when vernier training is done with one eye, it may not transfer to the untrained eye (Karni & Sagi, 1991), which is interesting given information from the two eyes is integrated in primary visual cortex, after which most visual brain processes are binocular. The specificity of PL has been explored for numerous stimulus dimensions (e.g., orientation, motion properties, depth, color, tone frequency, locations on the skin, etc.) and provide clues to where learning may be occurring in the brain (Sagi, 2011). These findings have important implications for visual rehabilitation as they inform how to target brain processes necessary to achieve desired patient outcomes (Das & Huxlin, 2010).

However, these early findings also provided a foundation for contemporary research into how and when PL generalizes. Numerous studies now show PL can generalize to visual acuity, reading (Polat, 2009), or even playing baseball (Deveau et al., 2014). These improvements occur without changing the optical characteristics of the eye (Polat et al., 2012) and are thought to be related to brain plasticity. A key observation is that whereas training with simple, unvaried stimuli and very precise judgments leads to specificity, training with more complex, naturalistic, and/or varied stimuli leads to broader generalization (Ahissar et al., 2009; Maniglia & Seitz, 2018). For example, radiologists learn to detect medically relevant stimuli at different locations and orientations on the screen, perhaps because their professional experience involves viewing a diversity of stimuli across different contexts. Interestingly, action video games provide another source of complex and variable training, and playing video games can improve a range of visual skills and transfer broadly even to tasks such as laparoscopic surgery (Hogle et al., 2008). Specificity found in early PL research may have resulted from targeting single features, for which there is not a computational need or benefit to generalizing; this is also true of artificial neural networks trained on PL tasks (Wenliang & Seitz, 2018). In contrast, training on either a variety of stimuli (Xiao et al., 2008) or easier task levels (Ahissar & Hochstein, 1997) induces generalization.

Animal Models Provide Foundational, Mechanistic Knowledge

While research in humans informs understanding of PL, additional foundational knowledge has come from research in nonhuman animal models. Recording from individual neurons in nonhuman primates shows PL changes response properties of neurons at different stages of visual processing, including primary visual cortex (V1, Schoups et al., 2001), extrastriate visual cortex (medial superior temporal area (MST), Gu et al., 2011; V4, Yang & Maunsell, 2004), and even prefrontal cortex (Jing et al., 2021). Thus, PL helps explain how multiple regions across the brain learn together as a network (Maniglia & Seitz, 2018).

In animal models, neural networks can be perturbed in ways not possible in humans. For example, the seminal studies controlling experiences during animal development revealing critical periods and more recent research showing potential to restore critical period-like plasticity through drugs or even light deprivation (Duffy & Mitchell, 2013), which could revolutionize treatment of human sensory disorders. Furthermore, ability to alter neural activity directly in animals, through inactivation or stimulation, allows researchers to determine whether learning alters causal relationships between brain regions and behavior (Chowdhury & DeAngelis, 2008; Liu & Pack, 2017). From a broader perspective, practically all animal and much human research includes an aspect of PL, whether intentional or not. Thus, understanding PL may help to understand results of any study that involves extensive training.

PL as a Model System to Study Brain Plasticity

PL is distinctive in its combination of stimuli that can be well characterized mathematically and tasks in which performance evolves on both fast (seconds) and slow timescales (months). This has allowed for highly detailed characterization of the functional forms of learning, and development of computational models that capture complex properties of learning. This renders PL an excellent test-bed for investigating how factors such as attention, reward, sleep, brain stimulation and more, augment and shape learning (Online Box 1), while providing a window into how diverse individuals learn (Bejjanki et al., 2014; Karvelis et al., 2018).

Computational models of PL provide critical glue that linking basic and applied human research with mechanistic findings from animals. These frameworks help explain how different learning rules and architectures interact to produce...
learning outcomes (Dosher & Lu, 2020). For example, models suggested that feedback during training changes the rate of learning rather than simply serving as a “supervisor” of what should be learned (Herzog & Fahle, 1999). Other models suggest why training with multiple stimuli in some cases overwrites earlier learning and in others adds to learning (Sotiropoulos et al., 2011). Newer models provide insight regarding how multiple stages of processing (increasingly used in artificial neural networks adopted in modern AI systems) shape learning, how dimensions of learning are distributed across network layers (Liu et al., 2015; Shibata et al., 2014), and how specificity or transfer occurs (Dosher et al., 2013). Together, human, animal, and computational model systems of PL inform mechanistic understanding of learning and plasticity (Tadin et al., 2019).

**Clinical Applications of PL**

PL as a strategy to improve human functioning could theoretically help to compensate for many common forms of sensory loss. PL research serves double duty in this context. First, it helps characterize impact of various diseases on aspects of sensory processing and performance. Second, PL is increasingly used as a therapeutic agent to improve perception in the context of disease, injury, or prosthetic implants. For instance, consider cochlear implants—currently the most successful, sensory prosthetic. As these implants provide impoverished representation of sound frequencies, patients need training to gain useful auditory function. PL will likely be necessary for any sensory prosthetic, helping the brain optimize processing of inputs that differ significantly from those prior to injury. Similar PL may be required for the clinical use of virtual and augmented reality systems (Shin et al., 2023).

**Applications to Vision Loss**

With so much of the human brain devoted to visual processing, it comes as no surprise that visual impairment devastates quality of life. Pathology can originate within the visual system or be secondary to more generalized neurological or mental conditions such as multiple sclerosis, major depression, schizophrenia, dementia, and autism, or to systemic processes such as abnormalities of metabolism, genetics, immune function, and even normal aging. Historically, some of the most prominent clinical targets for PL include amblyopia (Levi & Li, 2009), cortical visual impairments (Pollock et al., 2019; Saionz et al., 2021), refractive errors (Polat et al., 2012), low vision in youths (Nyquist et al., 2016) or older adults (DeLoss et al., 2014), and restoration of vision following removal of juvenile cataracts (Kalia et al., 2017). New challenges emerge as treatments for vision loss increasingly involve prosthetics—whether electronic versions applied to the retina (e.g., Argus II, Palanker, 2023) or cortex (cortical prostheses, Fine & Boynton, 2023), or through optogenetics (Provansal et al., 2022), gene therapies (Moraru et al., 2022), or stem cell transplantation (Öner, 2018). For instance, it is increasingly clear that new criteria and methods are needed to assess, and improve through training, the “ultra-low vision” created by these approaches (Ayton et al., 2020).

**Applications to Hearing Loss**

More than 5% of the world’s population and more than 25% of individuals over the age of 65 have disabling hearing loss. Untreated hearing loss is associated with substantially increased risk of dementia (Jiang et al., 2023). The mainstream intervention for children, adults, and older adults with hearing loss is amplification in the form of hearing aids or cochlear implants. However, while amplification is beneficial, speech outcomes, which are a main target, remain suboptimal because amplification does not restore all aspects of auditory function (Humes & Coughlin, 2009). Auditory training is an obvious candidate to improve speech outcomes. Indeed, PL has been observed for speech in all ages of listeners with and without amplification devices (de Larrea-Mancera et al., 2022; Whitton et al., 2017). Some cochlear implant centers in the United States even recommend self-training (using commercially available programs online), although the evidence base is lacking. In adult cochlear implant users, specific types of auditory training can improve certain auditory outcomes, and benefits can be sustained for months (Cambridge et al., 2022). For adults with hearing aids, the situation is similar, but skepticism is higher because in some cases, learning seems fairly specific to the trained conditions (Humes et al., 2019).

**Bidirectional Relationship of PL With Public Policy**

Policies facilitating PL research can promote improved understanding of mechanisms of learning and opportunities to translate this understanding for human benefit. Likewise, policies informed by research can promote safe and effective applications. The following sections discuss some areas where policy makers can engage with scientists to realize the benefits of PL research for society.

**Opportunities and Barriers to Basic Research**

Widespread adoption of PL for clinical and nonclinical purposes relies on research to determine which capacities to train, how best to train them, and broader understanding of individual differences. Although there exists substantial understanding of when PL is specific or generalizes, and what methodologies may boost learning, major challenges remain for understanding how PL manifests across diverse populations, and how multiple approaches to training...
compare and interact. Although existing grant funding mechanisms that support individual investigators or small groups of investigators are important and needed, these mechanisms do not adequately support comparison across approaches developed in different labs, or the large-scale, representative research needed to understand diverse populations.

To achieve the most rigorous, reliable, representative, and valid research results, mechanisms are needed to support large-scale, multisite collaborations that recruit diverse and historically underrepresented peoples. This research should include a mixture of human, animal, and computational models to best derive integrative knowledge. Equally important is to understand how moderating factors lead to individualized outcomes—how medications, environmental toxins, genetic and disease factors, cultural and socioeconomic factors differentially, and in some cases negatively, impact PL. Engaging in more representative research requires both resources to coordinate scientific teams, as well as to reach diverse peoples and to build the trust necessary to engage them in the research process.

A barrier to basic research has been the National Institutes of Health (NIH)’s recent changes in policies on “clinical trials.” Whereas historically, the clinical trial framework applied to research on diagnostics and treatments for medical conditions, the new policy defines a clinical trial as “a research study in which one or more human subjects are prospectively assigned to one or more interventions (which may include placebo or other control) to evaluate the effects of those interventions on health-related biomedical or behavioral outcomes.” This change in definition has been interpreted to include all PL research in humans. The merit of this policy change is an increase in stewardship of research to promote transparency and accountability. Moreover, BESH (basic experimental studies involving humans; NOT-OD-18-212, scheduled to expire in 2024) provides some flexibility to basic research studies that meet the NIH definition of a clinical trial (e.g., those that have no “specific application toward processes or products in mind”). However, many questions remain: Why is not all human research included in this increased stewardship? Shouldn’t all research be transparent and accountable? How does one draw the line between different types of research? If BESH is the solution then why can’t it be retrospectively applied to studies that preceded, or did not know about, the framework? Does regulation of basic research as clinical trials create barriers to entry to PL and other research domains? What support to researchers and institutions is needed to ensure research facing greater regulation and administrative burdens can still flourish?

Given these concerns, many scientists oppose the designation of PL research as clinical trials. Arguments against this designation are motivated by concerns of increased obstacles to basic science and that application of clinical trial regulations to basic research can be arbitrary and inconsistent. Take for example a situation where a researcher shows a series of pictures of x-rays and asks participants to report whether there is a tumor in each image. This is not a clinical trial. What if the researcher then examined whether seeing these images improved one’s ability to detect tumors in a new set of x-rays? Is that a clinical trial? It depends: If the researcher’s intent was to train people to better recognize tumors in radiological images, then “yes.” If examination of training effects were asked post hoc, then “no.” This gives rise to unequal treatment of researchers whose studies are designed to understand mechanisms of PL and incentives researchers to avoid the clinical trial designation. Broadening the definition of clinical trials also had consequences beyond the impact on scientists, as it became harder for the public to distinguish between clinical trials whose primary goals are to develop therapeutic interventions, and those whose primary goals are to expand basic knowledge.

The long-term impact of these policies are still emerging and it remains to be determined whether the shift from basic research studies to clinical trials has transformed PL research sufficiently to increase its clinical application. On the one hand, blinding investigators, research staff, and participants to which interventions were implemented and to whom, as is required in clinical trials, should result in less biased data and analyses, increasing the rigor of results. Larger sample sizes required by power calculations in these studies should increase reproducibility. On the other hand, the clinical-trial designation requires all procedures to be in place before research can commence and data analyses are delayed until the entire cohort has progressed through the intervention and results can be unmasked. Thus, researchers must often wait for 3–4 years to fully analyze the data, slowing scientific progress. This not only delays publication (threatening progress report expectations on grants, future funding, and job security within academic institutions) but also prevents the dynamic, creative process of science, which happens continuously as data are acquired across a study. As early results in a study trickle in, they sometimes yield discoveries and realizations that prompt small or large changes in the course of the research, theories, interpretations, etc. To truly advance science, policies should strive to promote the rapid, creative process of science in complement to solid, reproducible, predictable science.

Breakthroughs require both structures that promote discovery, and those that can weed out which discoveries are reliable and which may not be. The clinical-trial framework is just one of a number of strategies to promote rigorous research. For example, the open-science movement provides numerous tools such as preregistration, data sharing, and tool sharing that increase scientific rigor without the burden and poor fit for basic research of ClinicalTrials.gov. Importantly, these systems can be nimble, allowing for statistically valid changes along the route of basic science, without sacrificing the transparency of process that ultimately is the goal of clinical trial structures. Embracing open-science frameworks would put PL research on an equal footing with
other research approaches that seek to understand basic behavioral and brain processes, while providing greater consistency for how basic research studies are regulated. Furthermore, if a central goal of the clinical trial framework is to share results of research with the public, in addition to other researchers, then shouldn’t all research that is publicly funded have the same mandate to provide publicly available reports of their research findings? It is important to consider more flexible ways to obtain the goals of transparency and accountability and to create structures that are most appropriate to the different stages of research, ranging from basic science to clinical applications. Importantly, the argument for an appropriate regulatory context for basic research is complementary to the need for properly regulated clinical trials to address prospective treatments that could be used in medical settings, candidate applications that emerge from creative fundamental research should then be tested rigorously in clinical trials.

Opportunities and Barriers to Clinical Translation

When applied to patient populations, PL tasks have the distinct advantage of being minimal-risk, low-cost, and biologically noninvasive to the participant. However, very few PL approaches developed in the lab ever make it to the clinic. As such, structural factors that limit widespread adoption of PL should be examined. For example, in contrast to the broad insurance coverage for physical therapy, there is little to no coverage in the United States for PL therapies. Without an ability to recover costs, it will be difficult for clinicians to adopt PL-based therapies.

The development of PL as a clinically implemented therapy faces barriers at multiple levels. For example, clinical practitioners rely on the U.S. Food and Drug Administration (FDA)’s approval (for both safety and efficacy) and on insurance codes before applying treatments to patients. Unlike psychological treatments administered by a therapist, PL approaches that could benefit patients with vision or hearing disorders are classified as “devices” by the FDA, because they usually employ a physical system (cochlear implant, hearing aid for hearing loss; computer/computerized system for delivery of visual training for vision loss). Devices are only approved by the FDA if they demonstrate safety and efficacy through masked, randomized clinical trials. It is too early to tell if the large bolus of “clinical-trial-like” basic science studies created by the NIH change in policy detailed above will generate more rapid FDA approvals for PL research. If yes, perhaps this policy experiment should be considered a success in overcoming at least some of the barriers facing clinical translation of research. If not, we should think more carefully about top-down policy implications of changes at the level of one of the major, indirect employers of basic scientists in the United States—the federal government. Key questions that emerge include: How can scientists have a more effective voice in such policy changes, and how can the delay decrease between voicing concerns and implementation of strategies to mitigate them?

Opportunities and Barriers to Other Applications Related to PL

Given the profound technological shifts society is now experiencing, there is a great need to better understand how humans learn to interact with evolving technology, as well as how technological learning systems optimize their processes to address human needs. The development of prosthetic devices, computer-assisted diagnostics, or better, personalized assistants on our smartphones and computers all rely upon understanding how our perceptual systems learn and adapt to these novel systems. The emergence of various augmented and virtual reality technologies offers a unique opportunity to deliver PL interventions to large numbers of users while still maintaining the high degree of empirical control that is the cornerstone of lab-based PL research. Research is also needed to understand mechanisms of harmful effects of technology in relationship to how they interact with and shape our perceptual systems, as well as to develop technologies that better interact with how humans perceive and learn, to provide positive outcomes.

One concern is that the regulatory environment addressing digital technologies in health care has not caught up with the current state of the field. For example, outside of an FDA-approved treatment for a specific diagnosis, health interventions are often regulated by the Federal Trade Commission (FTC). Unlike the FDA, the FTC does not employ staff scientists and relies upon outside experts to determine evidentiary standards and to evaluate if interventions meet these standards. Perhaps as a result, the FTC has been inconsistent in the scientific standards required of various “brain training companies,” including those focused on PL—applying the standard of “double-blind” controlled trials in some cases and “blinded to the maximum extent practical” in others. Although this difference seems subtle, the reality is that, unlike drug studies where two pills can be identical, in behavioral interventions, participants are aware of their activities, rendering complete blinding often infeasible and sometimes unnecessary. Thus, inconsistent regulations and gaps between regulatory agencies and the cognizant scientific community are challenges that continue to threaten the balance between protecting and serving consumers.

Closing Thoughts

PL research has profound impacts on society (see Online Box 2 for example). Everything humans do relies upon perceptual abilities and their plasticity. Whether through explicit practice or happenstance, human perceptual systems are constantly learning and adapting to the surrounding environment.
Research provides scientific understanding, creates new opportunities to optimize skills and recover from injuries, and helps identify factors harmful to human perceptual processes. Furthermore, PL, due to its well-characterized properties, is a valuable platform for understanding other aspects of learning and brain plasticity, and for exploring ways to rehabilitate or optimize brain processes. Beyond this, PL is an important component of modern machine learning and continues to inform artificial intelligence systems as well as human–computer interactions.

Policy implications of PL are manifold. Basic knowledge of PL can inform best practices in education, the workplace, healthcare, and even in entertainment industries. Funding policies that promote rigorous, representative, collaborative, and creative research are necessary to ensure the creation of new knowledge. Forums where scientists can interact with policy makers to discuss how PL can impact these many sectors of society would elevate practices and reduce harms. In addition, clinical applications of PL can help diverse patient populations. However, work is needed to balance regulatory systems to promote applications that can benefit patients, getting these into the hands of those who need them most. Commercial applications of PL could benefit many people seeking to optimize their perceptual abilities and again, regulations for this need to find appropriate balance between protecting and serving consumers. Research suggests that PL is of fundamental importance across the lifespan. Realizing its potential benefits to society, while minimizing possible harms, will necessitate close interactions between regulators and scientists, together with clinicians, companies, and consumers, in a process where there is opportunity for both strengths and limitations of the science to be considered, as policy is discussed and made.
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