Contributions of Indirect Pathways to Visual Response Properties in Macaque Middle Temporal Area MT
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The primate visual cortex exhibits a remarkable degree of interconnectivity. Each visual area receives an average of 10 to 15 inputs, many of them from cortical areas with overlapping, but not identical, functional properties. In this study, we assessed the functional significance of this anatomical parallelism to the middle temporal area (MT) of the macaque visual cortex. MT receives major feedforward inputs from areas V1, V2, and V3, but little is known about the properties of each of these pathways. We previously demonstrated that reversible inactivation of V2 and V3 causes a disproportionate degradation of tuning for binocular disparity of MT neurons, relative to direction tuning (Ponce et al., 2008). Here we show that MT neurons continued to encode speed and size information during V2/3 inactivation; however, many became significantly less responsive to fast speeds and others showed a modest decrease in surround suppression. These changes resemble previously reported effects of reducing stimulus contrast (Pack et al., 2005; Krekelberg et al., 2006), but we show here that they differ in their temporal dynamics. We find no evidence that the indirect pathways selectively target different functional regions within MT. Overall, our findings suggest that the indirect pathways to MT primarily convey modality-specific information on binocular disparity, but that they also contribute to the processing of stimuli moving at fast speeds.

Introduction

The primate visual cortex consists of a large number of relatively discrete visual areas that are richly interconnected in a hierarchical arrangement (Felleman and Van Essen, 1991). One feature of this hierarchy is that any given visual area receives inputs from many other areas. What is the functional role of such convergence? One possibility is that different inputs may be highly redundant and serve primarily to increase the robustness of neural computations. A second is that different areas may provide qualitatively different information pertaining to, for example, motion or depth, which is selectively combined to solve particular perceptual problems (Van Essen et al., 1992). A third possibility is that different input streams are not combined at the single neuron level, but rather synapse in interdigitating sets of columns within the recipient area (Yabuta et al., 2001).

We investigated these possibilities by reversibly inactivating a subset of the inputs to the middle temporal visual area (MT). MT receives direct inputs from striate cortex (V1), areas V2 and V3, as well as other cortical and subcortical regions (Zeki, 1969; Maunsell and Van Essen, 1983; Standage and Benevento, 1983). Because V2 and V3 obtain their primary inputs from V1, MT is both a direct and an indirect target of V1. Previous findings suggest that these different projections serve different roles in visual processing; for example, there are morphological differences in the neuronal subpopulations in V1 that give rise to each pathway (Yabuta et al., 2001; Nassi and Callaway, 2006) in the laminar patterns of connectivity (Anderson and Martin, 2002), in the morphology of axons and axon terminals (Rockland, 1995; Anderson and Martin, 2002), and in average receptive field size (Gattass et al., 1981).

There are also differences at a functional level. V1 neurons contributing to the direct pathway are highly selective for direction of motion, respond to a broad range of temporal and spatial frequencies, and possess high-contrast sensitivity (Movshon and Newsome, 1996). MT-projecting neurons in V2 have not been individually characterized; however, the V2 regions that project to MT have a high proportion of binocular-disparity selective neurons and a relatively low incidence of direction selectivity (DeYoe and Essen, 1985; Hubel and Livingstone, 1987; Peterhans and von der Heydt, 1993).

Consistent with this, we previously showed that reversible inactivation of V2 and V3 caused a disproportionate degradation in the tuning of MT neurons for binocular disparity without significantly affecting their direction tuning (Ponce et al., 2008). In this article, we present data that further delineates the roles of inputs from V2 and V3 in the analysis of speed and size by MT neurons. We found that V2/V3 inactivation leads to reductions in the preferred speeds of many MT neurons. In general, these were modest effects compared with changes in binocular disparity, but they were consistent with the notion that the larger receptive fields in V2 and V3 can accommodate larger spatial displacements and...
thus endow MT neurons with the ability to respond to faster speeds. Additional experiments using smooth pursuit eye movements revealed that this effect can also be observed at the behavioral level.

Materials and Methods

Behavioral tasks

Six male macaques (7–10 kg) were trained to sit in custom chairs (Crist Instrument Co.) and perform a simple fixation task in which they were required to fixate a fixation target (0.7° diameter) within a fixation window of 2–3° to obtain a juice reward every 2–3 s. The fixation target was usually placed at the center of the monitor but occasionally 10° away from the center to increase the visual display range contralateral to the hemisphere under study. All procedures were approved by the Harvard Medical Area Standing Committee on Animals.

Visual stimuli

Stimuli were presented on a ViewSonic P225f monitor (refresh rate, 100 Hz) placed at a distance of 39 cm, covering 55° of visual space. All stimuli were generated using the Matlab toolbox Cogent Graphics, developed by John Romaya at the Wellcome Department of Imaging Neuroscience (http://www.vislab.ucl.ac.uk/cogent.php).

For the V2/V3 inactivation experiments, stimuli were circular patches of random dots (dot width 0.3°, dot density 1 dot/deg²) moving within a stationary window, placed at the center of each receptive field (RF). Dots first appeared stationary, then, after a 240 ms delay, moved coherently in the neuron’s preferred direction (100% coherence, infinite lifetime). First appeared stationary, then, after a 240 ms delay, moved coherently in the neuron’s preferred direction (100% coherence, infinite lifetime). Each stimulus was presented an average of seven times. For speed tuning experiments, the stimuli moved in the neuron’s preferred direction at one of seven speeds (1, 2, 4, 8, 16, 32 or 64 °/s), and the diameter of each window was matched to the size of the RF center. For size tuning experiments, the dots moved at the neuron’s preferred direction and speed as we varied the diameter of the stimulus window (size of 1.6, 11, 16, 21, 26, and 31°).

Visual stimuli for the contrast experiments have been described previously (Pack et al., 2005). Briefly, stimuli were random dot fields (dot luminance of 139.5 cd/deg², ∼0.1°, width, density 0.5 dot/deg²) presented on a dim background (2.2 cd/deg²); equivalent contrast values were determined by the SD of the luminance (Moulden et al., 1990), equal to 9.8% for the high-contrast condition and 0.7% for low contrast.

Extracellular recordings

Our methods for extracellular recordings have been described previously (Pack et al., 2005; Ponce et al., 2008). Briefly, spike data were obtained from six monkeys (K and M for cooling experiments; G for low-contrast speed tuning experiments and C, L, and O for the low-contrast size tuning experiments). Each monkey’s MT region was located using structural magnetic resonance imaging and neuronal response properties, including the well known relationship between RF size and eccentricity (Van Essen et al., 1981; Desimone and Ungerleider, 1986) and high proportion of direction-tuned neurons. Within a given experiment, signals were first isolated using standard amplification and filtering (Bak Electronics) and receptive fields mapped using a small moving bar. Spike waveforms were digitized at 25 kHz and stored to the computer’s hard drive using a Cambridge Electronic Design 1401 system, and were subsequently analyzed with Spike2 software to confirm single-unit isolation and account for changes in the composition of multunit signals. For the V2/V3 cooling experiments, the sampled MT receptive fields were centered within 2–3° of the fovea (14 ± 7°, mean ± SD) and had an average width of 12.6 ± 6°.

Cooling devices and data collection

The cooling loops (cryoloops) were made of 23-gauge stainless steel tubing with an attached thermistor, as detailed previously (Lomber et al., 1999). We placed three such loops adjacent to one another within the lunate sulcus covering an area of ~8 mm deep (i.e., extending down into the sulcus) by 18 mm wide (i.e., from medial to lateral along the sulcus) (see Ponce et al., 2008, their Fig. 1). Experiments began with the collection of control data at physiological brain temperatures (35–37°C as measured by the cryoloops). After this block of control data, we initiated cortical cooling by pumping chilled methanol through the cryoloops, adjusting the flow rate until the devices reached temperatures between 2 and 6°C (corresponding to cortical temperatures of <20°C within a distance of 1.5 mm from the loop (Lomber et al., 1999)). To confirm that activity in the lunate sulcus was silenced during cooling, we performed a series of multiunit and single-unit recordings in the deep layers of the anterior bank of the lunate sulcus and observed a complete elimination of visually evoked activity, fully reversible within 1–2 min of flow cessation (Ponce et al., 2008, their Fig. 1d,e). Due to time limitations, we were not able to exhaustively map the efficacy of cooling over the entire expanse of cortex covered by our cryoloops. However, we were able to measure the extent of the V2/V3 “scotoma” by plotting the change in activity of each MT unit (represented by the blocking index, defined as $BI = 1 - \frac{R_{max,\text{inactivated}}}{R_{max,\text{control}}}$, where $R_{max}$ is firing frequency at the preferred stimulus) as a function of its receptive field position. The region of the visual field showing the largest decrease in evoked activity was located within the central 10–15° of the lower hemifield (contralateral to the inactivated lunate sulcus; see Ponce et al., 2008, their Fig. 2c), as predicted by the visuotopic representation of V2/V3 in the lunate sulcus (Gattass et al., 1981, 1988).

Data analyses

Spike activity during the first 500 ms after motion onset was used to construct time-averaged speed and size tuning curves. ANOVAs were used to determine whether a neuron’s activity was reliably modulated by variations in stimulus features. Visual discrimination indices were computed for each unit using the equation $DF = \frac{R_{max} - R_{min}}{R_{max,\text{inactivated}} - R_{max,\text{control}}} + 2 \frac{\text{SSE}}{N - M}$, where $R_{max}$ and $R_{min}$ are the responses to the preferred and null stimuli, SSE is the squared sum error around the mean response to each stimulus type, M is the number of trial types, and N the number of trials.

Cooling experiments.

For speed tuning tests, 57 of 61 single units and multiunits passed the above ANOVA criterion (ANOVA tests were performed on the square-root of the firing rates to homogenize the variance across different stimulus responses). Tuning curves with statistically significant modulation were fit (using the lsqcurvefit.m function in Matlab) with skewed Gaussian functions of the form, $R(s) = R_0 + A \times \text{erf}\left(\frac{s - \text{S}_0}{\alpha}\right)$, where $S_0$ is stimulus speed, $R_0$ is offset, $A$ is amplitude, $\sigma$ is Gaussian width, $S_0$ is preferred speed, and $s$ is an offset value to prevent the logarithm from becoming unbounded. Fits were considered to be appropriate if they passed the $\chi^2$ goodness-of-fit test ($p > 0.05$), which determines whether the residual variance around the mean responses is significantly different from the residual variance around the fit. Eighty-eight percent (50 of 57) of all units passed this criterion before cooling of these, 47 of 50 passed the criterion during cooling ($p > 0.05$). All parametric analyses are based on these 47 units (23 single units, 24 multiunits).

For size-tuning analyses, raw tuning curves were separately fit with two different functions: an error function (ErF), which is the integral of a Gaussian, of the form $R(s) = R_0 + A_1 \times \text{erf}\left(\frac{s}{\alpha}\right)$, and a difference of error (DoE) function, which is the integral version of the “difference of Gaussians” model of center-surround interactions: $R(s) = R_0 + A_1 \times \text{erf}\left(\frac{s - \text{S}_1}{\alpha + \beta}\right) - A_2 \times \text{erf}\left(\frac{s - \text{S}_2}{\alpha + \beta}\right)$. Units were classified as significantly surround-suppressed if the DoE function proved to be a statistically better fit than the ErF as determined by a sequential F test, where significance was defined as $p < 0.05$ (DeAngelis and Uka, 2003). In these cases, the preferred size was defined as the maximum value of the function; if units were well described by an ErF, the preferred size was taken as 1.163e (or 90%) of the maximum function value. Surround suppression indices were determined if they passed the $\chi^2$ goodness-of-fit test ($p > 0.05$), which determines whether the residual variance around the mean responses is significantly different from the residual variance around the fit. Eighty-eight percent (50 of 57) of all units passed this criterion before cooling of these, 47 of 50 passed the criterion during cooling ($p > 0.05$). All parametric analyses are based on these 47 units (23 single units, 24 multiunits).
defined as $SI = 100 \times \left(\frac{R_{\text{max}} - R_{\text{target}}}{R_{\text{max}} - S}\right)$, where $S$ = spontaneous activity, $R_{\text{max}}$ = maximum response, and $R_{\text{target}}$ = response to the largest stimulus size (31°).

Bootstrap analyses. To determine whether each unit’s shift in preferred speed during cooling was significant, we performed a series of bootstrap analyses as follows. In the first and simplest variation, we resampled each unit’s control (i.e., before cooling) spike counts (with replacement) and refitted a log-Gaussian to the data to obtain the new sample’s preferred speed. We repeated this process hundreds of times ($n = 500$) and asked whether the observed cooling preferred speed fell outside the 95% range of the bootstrap distribution. In the second bootstrap variation, we attempted to replicate the effects of cooling in the speed tuning data using a two-stage bootstrap analysis: in the first stage, we computed a distribution of 500 gain and offset change values from every control/cooling pair of speed tuning curves (where gain is the ratio of tuning curve amplitudes derived from Gaussian fits $\text{Gain} = \frac{\text{Amplitude}_{\text{cooling}}}{\text{Amplitude}_{\text{precooling}}}$, and offset change was defined as $\text{offset} = \text{Offset}_{\text{cooling}} - \text{Offset}_{\text{precooling}}$). In the second stage, we resampled the control speed tuning data and applied a randomly sampled gain and offset value from the previous distribution to each spike count. This resulted in 500 new “cooling” speed tuning curves that could be compared with the measured cooling speed tuning curve. Measured cooling values were considered statistically significant if they fell outside of the 95% range predicted by the bootstrap. The final bootstrap analysis was a cross-modality variation of the preceding analysis, where the distributions of gain and offset values were derived using each neuron’s direction tuning data and applied to the precooling speed tuning data.

Temporal dynamics. We computed the instantaneous preferred value (speed or size) and tuning curve amplitude for each unit as follows. We calculated the average number of spikes per millisecond for each condition (stimulus speed or size) and convolved this spike train with a Gaussian function (4 ms width) starting at motion onset. Response latency was defined as the time point after motion onset when the response magnitude reached 2 SDs above the baseline activity. Instantaneous tuning curve amplitude was defined as the difference in average spike count (for each ms bin) measured at the unit’s time-averaged preferred and null stimulus values. The instantaneous preferred value was defined as the stimulus value that elicited the highest number of spikes at each bin. For smoothing, each unit’s instantaneous temporal vector was fit with a least-squares spline (Matlab function spap2.m, knots = 3, order = 4) starting 50 ms after stimulus motion onset.

Pursuit experiments. Each trial began with the onset of two stationary targets; a centrally placed fixation target as described above and a second circle (1° diameter) placed at $[-3, -3]$ or $[+3, -3]$. The animals were required to maintain fixation within 2° of the central point. After an initial fixation period between 1500 and 2000 ms, the central fixation target disappeared and the eccentric target began to move toward or away from the fovea. The monkeys were rewarded if they maintained fixation on the second target during the duration of the ramp (15° long). This task frequently required them to make saccades to the target; we allowed for a 400 ms grace period between fixation point disappearance and motion onset.

Eye position and velocity (analog differentiator: low-pass, ~3 dB at 50 Hz) were digitized and stored to disk at 250 Hz for off-line analysis. We only analyzed trials that had been successfully completed (15–26 trials per condition). Trials were manually discarded if any saccades or blinks occurred within the first 100 milliseconds after ramp onset. Saccades occurring after this period were detected and replaced with Not-a-Number values (NaNs), which were treated as missing values during subsequent analyses. Pursuit onset was found using a modification (Madelain and Krauzlis, 2003) of the algorithm published by Carl and Gellman (1987): briefly, onset was defined as the intersection between two regression lines fit to the individual eye velocity traces. The first line was fit to the baseline (first 50 ms after motion onset) and the second line was fit to the response eye velocity data (first 30 ms after the point where eye velocity exceeded 4 SDs above average baseline activity). The slope of this second regression line was used as a measure of acceleration. Statistical significance was determined with a two-way ANOVA using temperature and stimulus speed as factors; the square roots of eye acceleration values were used to normalize variance.

Results

Speed tuning

MT neurons generally demonstrated decreased firing rates during V2/V3 cooling (Figs. 1A, 2A). We quantified this with the blocking index (BI) (see Materials and Methods): positive BI values indicate a decrease of firing rate during cooling, while negative BI values indicate an increase. Using the amplitude values from the skewed Gaussian fits to speed tuning data, we found that the median speed blocking index was 0.16 ± 0.06 (SE via bootstrap, 1000 iterations). For individual recording sites this reduction in activity could translate to both changes in log Gaussian function offset and/or tuning curve amplitude (Fig. 1). The median offset change was zero ($p = 0.57$, Wilcoxon signed rank rest, $n = 57$; mean was 1.3 spikes/s; if we excluded neurons with no measurable offset activity before cooling, the median change was $-4$ spikes/s; $p = 0.18$, signed rank test), while the median amplitude change (cooling minus control) was $-7$ spikes/s ($p = 0.013$, signed rank test, mean $\pm 10$ spikes/s; Fig. 2A).

The overall reduction in speed tuning gain indicates a decrease in the extent to which varying stimulus speed modulates the firing rates of MT neurons when the indirect pathway is inactivated. Whether this reduced modulation results in a reduction in the ability of these neurons to faithfully encode speed information depends on the extent to which response variability is affected. We thus used a measure of tuning curve amplitude that is normalized by response variability, the discrimination index (DI) (see Materials and Methods). We previously showed that the median discrimination index change for direction tuning was
MT becomes less responsive to larger spatial displacements in the absence of V2 and V3 inputs, but there are other possible explanations for this effect. First, it is conceivable that higher firing rates are associated with proportionately greater firing rate reductions during cooling and the neurons with higher firing rates also prefer higher speeds. While there is indeed an inverse relationship between control firing rate and the change in firing rate during cooling (Fig. 2C) there was no relationship between control preferred speed and control firing rates ($r^2 = 0.0046$, $p = 0.6519$; Fig. 2D). In other words, before cooling, neurons with higher preferred speeds did not fire more vigorously than neurons with lower preferred speeds. This conclusion was confirmed with a partial correlation test (Zar, 1999) that quantified the relationship between control preferred speed and the change in preferred speed while controlling for firing rate ($r = 0.27$).

Another possible explanation for this decrease in the population preferred speed is a simple ceiling effect: any one unit may experience a random change in preferred speed during cooling, toward either higher or lower speed values; as a consequence, units responding best to our highest tested speeds (32–64°/s) would then show a net decrease in preferred speed because we did not probe for responses to higher values (>$64°/s$). Given the significant proportion of MT cells that respond to higher speeds than we tested (Lagee et al., 1993), this is a real possibility that we sought to exclude in two ways. First, if neurons were undergoing random changes in preferred speed, we should also have observed a floor effect at the lower end of the preferred speed distribution, where the result would be an increase in preferred speed. In this event, the stem plot in Figure 2B would demonstrate a negative linear relationship between control preferred speed and its corresponding shift in preferred speed, characterized by leftward increases in preferred speed. In fact, the median preferred speed change for the smallest four speeds tested was $0.0 \pm 0.3°/s$ (SEM via bootstrap). Second, we confined our analysis to units with middle-range preferred speed values (defined as $>$4°/s and $\leq 20°/s$), where the random hypothesis would predict a normal distribution of preferred speed changes around zero. In this subset of the data, we found that only five of 15 units exhibited an increase in preferred speed, while the rest showed a decrease. These results are not consistent with a floor or ceiling effect.

We also considered whether changes in eye movements during cooling could explain this trend. Although we discarded any trials during which the monkeys broke fixation, it was important to make sure that there were no small gaze displacements within the fixation window, either during the fast or slow speed trials, which could account for the above effects. We found no significant differences in average eye speed or microsaccade frequency as a function of stimulus speed before or during cooling (eye velocity: $p = 0.73$, two-way ANOVA; microsaccade frequency: $p = 0.24$, two-way ANOVA; speed and temperature used as factors).

We also used a series of bootstrap analyses to assess whether the speed tuning shift are the result of noisy reductions in firing rate (i.e., simple gain and offset changes). First, we resampled the control and cooling speed tuning data to compute a distribution of gain and offset change values that describe the changes observed in each neuron’s speed tuning curves. In a subsequent bootstrap, we resampled the control speed tuning again and applied a gain and offset (sampled randomly from the distributions obtained with the preceding bootstrap) to each spike count. This new dataset was then fit with a log Gaussian function to obtain a preferred speed, and the actual preferred speed measured during V2/V3 inactivation was compared with the resulting distribution. Despite these simulated noisy reductions in firing rate, 30% of

![Figure 2. MT speed tuning during V2/V3 inactivation. A. Speed tuning curve amplitude values measured before and during cooling ($±$SEM). Closed dots, single units; open dots: multiunits. B. Change in preferred speed during cooling as a function of control preferred speed. Closed dots, single units; open dots, multiunits. Broken line shows the theoretical maximal decrease in preferred speed. C. Change in firing rate as a function of control firing rate. Each dot shows the ratio (cooling/control) of average spike counts to a given trial type for all neurons. D. Control firing rate measured at each unit’s preferred speed. Black line shows the correlation line.](image-url)
units continued to demonstrate statistically significant changes in preferred speed. In a related analysis, we first combined the control and cooling datasets of each neuron and resampled the combined data, with replacement, to generate two new tuning curves (a “control” and “cooling” curve); we then took the difference in preferred speed between each pair of curves and generated a distribution of differences to compare with the actual, measured difference in preferred speed. We found that 28% of the units showed reductions in speed below the fifth percentile of these simulated distributions. In our previous paper exploring V2/V3 cooling, we also used a third type of bootstrap analysis, which manipulated control data using gain and offset changes measured in response to a different modality (direction; see supplemental Fig. S1, available at www.jneurosci.org as supplemental material). We replicated this analysis here and confirmed that direction tuning changes could not explain the above effect. Thus we conclude that many of the changes in preferred speed are a consequence of mechanisms other than a simple firing rate reduction.

Pursuit eye movements
There is strong evidence that MT signals are used to guide the initiation of smooth pursuit eye movements (Newsome et al., 1985; Groh et al., 1997), so we predicted that the reduction in preferred speed across the MT population observed during V2/V3 inactivation would have consequences for pursuit eye movements. We thus trained two monkeys to perform a simple spot pursuit task (monkeys M and J). Each monkey was required to fixate a central spot while a second stationary target was presented either within the V2/V3 “scotoma” (in the lower visual quadrant contralateral to the cooled lunate sulcus; coordinates [–3, –3]°) or outside of it (within the lower visual quadrant ipsilateral to the sulcus; coordinates [+3, –3]°). After a random period of fixation, the central fixation target disappeared and the eccentric target began to move toward or away from the fovea at one of five different speeds: 10, 20, 30, 40 or 50°/s. The monkey was required to track this target within a 7° window for the duration of the ramp. As shown in previous studies (Lisberger and Westbrook, 1985), monkeys showed increasing presaccadic eye velocity as a function of stimulus speed (Fig. 3A) for targets moving toward the fovea. Visual inspection of these traces revealed a slight decrease in eye velocity during cooling, especially at higher stimulus speeds. To quantify these effects, we fit a regression line to individual-trial eye velocity traces to determine each trial’s ocular acceleration (Fig. 3B), and these were averaged and plotted as a function of stimulus speed (Fig. 3C). We found that the open-loop eye acceleration of both monkeys was reduced during V2/V3 inactivation, especially for the highest stimulus speed (monkey J: 30% reduction; monkey M: 46%); two-way analyses of variance using temperature and stimulus speed as factors (see Materials and Methods) showed that the effect of temperature was significant in one monkey and approached significance in the other (p values = 0.01 for monkey M and 0.08 for monkey J).

We obtained rewarming data from one monkey (M) and confirmed that these effects were reversible (Fig. 3C, broken line). As commonly seen in eye movement experiments, there were some idiosyncratic differences between both monkeys: monkey M showed the largest decrease in eye acceleration in response to 50°/s trials, while monkey J showed larger decreases to 30–40°/s trials. However, both monkeys failed to exhibit any significant pursuit changes to the slowest speed. This behavioral effect is thus consistent with the neurophysiological findings and another illustration of the close relationship between MT population activity and the initiation of smooth eye movements.

Size tuning
Forty-five MT units were tested for size tuning properties before and during V2/V3 inactivation; of these, 42 were significantly modulated by stimulus size (p < 0.05, one-way ANOVA) before cooling and 40 during cooling; 35 units were well fit with both ERFs and DoE functions (p > 0.05, χ² test). The size-tuning curves were analyzed for changes in three features: gain, preferred size and surround suppression (SS) (see Materials and Methods). As expected from the preceding speed tuning data, the overall level of activity for the population decreased during V2/V3 cooling (27 of these neurons were also part of the speed tuning analysis above). The median size-tuning blocking index for the 35 units was 0.17 ± 0.08 (SE via bootstrap, 1000 iterations) with a corresponding decrease in median tuning curve amplitude of 7 spikes/s (p < 0.01, signed rank test; Fig. 4B, C). While we noted some interesting shape changes in individual single-unit and multiunit tuning curves during cooling (Fig. 4), leading to changes in the preferred size and SS, the preferred size did not change significantly across the population (control median preferred size from the parametric fits was 9.8°, with a median increase during cooling of 2.4 ± 1.8°; p = 0.11, signed rank test). We found 11 units that were significantly surround-suppressed as assessed by the sequential F test (p < 0.05). The average SS for these cells was 42%; during cooling, five units lost statistically
Figure 4. MT size tuning during V2/V3 inactivation. **A**, Size tuning curves computed from the responses of four different MT neurons. Each neuron is represented by a pair of tuning curves showing its control (black) and cooling (gray) responses. Cells differed in the functional responses of the modulatory surround: some being facilitatory (top row) while others exhibited suppressive properties (bottom row). Vertical lines show the mean and SEM. Curves are either error function or difference of error function fits. **B**, Preferred size measured before and during cooling (±SEM) (via bootstrap, 500 iterations). Open symbols, multiunits; closed symbols single units. **C**, Distribution of surround suppression values before and during cooling.

significant SS and five of the remaining six units showed a decrease in SS (average decrease of 9%), with an associated median significance per the sequential error function or difference of error function fits.

Comparison to low-contrast effects

Thus far we have demonstrated that reversibly inactivating the V2/V3 inputs to MT produces a decrease in the preferred speed as well as a modest reduction in surround suppression. Similar changes have been reported previously in response to visual stimuli of low contrast (Pack et al., 2005; Huang et al., 2008), so we were curious to know whether there were other similarities. Of course, lowering stimulus contrast has numerous effects on earlier stages of visual processing, including complex effects on retinal responses (Shapley and Victor, 1978), changes in V1 receptive fields, including altered surround suppression (Levitt et al., 1994a; Polat et al., 1998; Kapadia et al., 1999; Sceniak et al., 1999; Cavanaugh et al., 2002a,b), and changes in temporal filtering (Albrecht, 1995; Frazor et al., 2004). We are obviously unable to address the contribution of these factors at present. One thing that the two treatments (i.e., cooling and lowering contrast) do have in common is that they both reduce the overall firing rate of MT neurons, and it is conceivable that this alone is sufficient to produce the observed changes in MT.

Ideally, one would like to compare the effects of contrast and cooling on the same MT neurons; however, we were unable to record for sufficiently long periods of time from single neurons to perform both comparisons. We thus explored this issue by comparing our cooling data with results from separate contrast-manipulation experiments. Our main goal was to examine the similarities between the effects of V2/V3 cooling and low visual contrast on MT neurons and to subsequently identify underlying differences in both datasets, if any.

We first confirmed some similarities between the two datasets: for example, both groups of neurons showed the same pattern of preferred speed reduction as a function of control preferred speed, a pattern that held even after controlling for each neuron’s firing rate (supplemental Fig. S2A, available at www.jneurosci.org as supplemental material). Overall, these changes were greater for the speed contrast data (even when controlling for mean firing rate) but Krekelberg et al. (2006) showed that intermediate contrast levels lead to intermediate preferred speed reductions, raising the possibility that V2/V3 cooling is functionally equivalent to a smaller reduction in contrast than the one used in our previous contrast experiments.

However, the two datasets also differed in interesting ways. First, while low contrast reduced the overall population mean firing rate, it also increased firing rate responses to slower speeds for many neurons (Pack et al., 2005; Krekelberg et al., 2006), and this effect was never seen in our cooling data. As a result, during low contrast, there was no net decrease in population firing rate at lower stimulus speeds, and this effect is true for intermediate contrasts as well (see also Krekelberg et al., 2006). By comparison, V2/V3 cooling decreased mean firing rate for all stimulus speeds, without the slow-speed facilitation (supplemental Fig. S2B,C, available at www.jneurosci.org as supplemental material). Second, there were interesting differences in the temporal dynamics of MT neurons between the two conditions. As expected from previous studies (Raiguel et al., 1999) we found that low contrast delayed both the response latency (high contrast, 88 ± 4 ms (SEM); low contrast, 140 ± 11 ms; supplemental Fig. S2D, available at www.jneurosci.org as supplemental material) and the latency of each unit’s maximum tuning curve amplitude (high contrast, 153 ± 26, low contrast, 311 ± 26; supplemental Fig. S2E, available at www.jneurosci.org as supplemental material), whereas indirect pathway inactivation did not cause a significant delay in either response (control, 79 ± 5 ms; cooling, 80 ± 7 ms; supplemental Fig. S2D, available at www.jneurosci.org as supplemental material) or maximum amplitude latency (control, 213 ± 23; cooling, 193 ± 20 ms; supplemental Fig. S2E, available at www.jneurosci.org as supplemental material).

We also found a difference in the time course of speed tuning. As noted in previous reports, during normal conditions MT neurons initially produce a large transient response that is tuned to higher speeds, followed by a smaller sustained response tuned to slightly lower speeds (Lisberger and Movshon, 1999) (Fig. SC,D). We found that this transient disappeared for low-contrast conditions but not for V2/V3 inactivation (Fig. 5A,B). As a result, the mean difference in speed preference between high- and low-
contrast conditions peaked early after response onset and decreased over time. In comparison, the average difference in preferred speed between control and cooling conditions remained nearly constant throughout the entire trial. These changes in the transient response were quantified using a transient-sustained ratio (TSR) (defined as the ratio of the largest mean firing rate in the first 250 ms after motion onset, divided by the mean firing rate in the interval from 300 ms to the end of the trial). During the cooling experiments, the median TSR for all neurons increased by 7% (p < 0.01, paired Wilcoxon rank sum test, n = 61), while that for neurons in the contrast experiments decreased by 64% (p < 0.001, n = 40). While the underlying mechanisms accounting for these differences are unclear, they do help to disambiguate the contributions of the indirect pathways to speed processing in MT and further argue against a nonspecific, firing rate-dependent effect.

We also compared the temporal dynamics of size tuning between low-contrast and V2/V3 cooling conditions. For this analysis, we chose a subset of surround-suppressed neurons (any unit with surround suppression above 20%) to explore the change in preferred size across low-contrast/cooling conditions (18 units from cooling experiments, 133 units from contrast experiments). As with the speed tuning data, we found an inverse relationship between contrast and response latency, whereas V2/V3 inactivation had no effect (Fig. 6A, C). We found that the temporal dynamics of preferred size were similarly flat for both datasets. Thus, for the case of size tuning, any cooling effects observed may be consistent with a relatively nonselective reduction in firing rate.

**Figure 5.** Temporal dynamics of speed tuning in MT. **A**, Average response (± SEM) before (black) and during cooling (gray). **B**, Average preferred speed (± SEM) for high-pass units (defined as units with time-averaged preferred speed above 32°/s), aligned by each neuron’s response onset, before (black) and during (gray) cooling. **C**, Average response (± SEM) for high (black) and low (gray)-contrast conditions. **D**, Average preferred speed (± SEM) for high-pass units (defined as units with time-averaged preferred speeds above 32°/s) during high (black)- and low (gray)-contrast conditions, aligned by response onset. Broken line shows the mean preferred speed difference (pre-minus cooling).

**Figure 6.** Temporal dynamics of size tuning in MT. **A**, Average response (± SEM) for all units with surround suppression > 20% before (black) and during cooling (gray). **B**, Average preferred size (± SEM) for all units with surround suppression > 20%, aligned by each neuron’s response onset, before (black) and during cooling (gray). **C**, Average response (± SEM) for all units with surround suppression > 20% during high (black)- and low (gray)-contrast conditions (RMS contrast levels of 0.05, 0.07, 0.09, and 6.11). **D**, Average preferred size (± SEM) for all units with surround suppression > 20%, aligned by response onset, during high (black)- and low (gray)-contrast conditions.

**Mixing of input streams at the single neuron level**

We also considered the possibility that the indirect inputs to MT were functionally segregated. MT is known to contain columnar organizations for both direction (Albright, 1984) and binocular disparity (DeAngelis and Newsome, 1999), as well as a noncolumnar clustering of preferred speed (Liu and Newsome, 2003). Insofar as the V2/V3 inputs to MT were nonrandom with respect to these levels of organization, one would predict differences in the efficacy of cooling as a function of the control tuning properties of the neuron. For example, given the finding of DeAngelis and Newsome (1999) that some regions within MT contain neurons with relatively poor binocular disparity tuning, and our previous finding that V2/V3 inputs strengthen disparity tuning in MT neurons (Ponce et al., 2008), one might expect to find a decreased efficacy of cooling for neurons that had low discrimination indices for binocular disparity before cooling.

We analyzed our data in two different ways to test for possible inhomogeneity in inputs from the indirect pathway. First, we correlated control neuronal discrimination indices with the efficacy of cooling as measured in two different ways—either as the median or the maximal blocking index across all stimulus conditions. In all cases, we found no significant correlations with respect to tuning for direction, speed or binocular disparity. As a second measure, we divided our neuronal population into thirds based on the efficacy of cooling, as measured by the blocking index, and compared the top and bottom thirds with respect to discrimination indices, as well as the distributions of preferred values for speed, direction, size and binocular disparity. Again, we found no significant differences, suggesting that the combined inputs from V2 and V3 do not provide patchy inputs to MT that respect any of the known levels of organization. Since we simultaneously inactivated both input regions, it remains possible that...
the input from each region alone is segregated, but that the two together are complementary.

**Discussion**

Our previous study demonstrated that inactivation of the indirect pathways led to an overall decrease in MT activity and that this change was associated with a disproportionate degradation of binocular disparity tuning compared with that for direction (Ponce et al., 2008). Our current findings show that this manipulation also causes a population shift favoring slower speeds and a small decrease in surround suppression. On the whole, the changes we observed for binocular disparity tuning were the largest, with those in tuning for direction, speed and size considerably smaller. Thus, to a first approximation, our results suggest that the indirect pathways to MT are mainly specialized for conveying information about depth. At present we cannot rule out the possibility that they are also conveying more subtle, but equally important, information such as signals related to border ownership (Baumann et al., 1997; Zhou et al., 2000; Qiu and von der Heydt, 2005) that would allow MT neurons to preferentially represent the motion of intrinsic terminators (Duncan et al., 2000; Pack et al., 2004). As we have already treated the issue of indirect pathways and binocular disparity previously (Ponce et al., 2008), we will focus the remainder of the discussion on the present results concerning speed and size tuning.

The shift in speed tuning toward slower preferred speeds was not a result of neurons with faster preferred speeds (high-pass neurons) having larger control firing rates, as neurons with slow preferred speeds fired as robustly as high-pass cells. The shift could not be explained by a ceiling effect either, because the same trend was observed within the subset of neurons preferring intermediate speeds as well. Our results are superficially similar to previously reported effects of low-contrast stimuli on MT speed and size-tuning (Pack et al., 2005; Krekelberg et al., 2006); however, we also found significant differences in the dynamics of the different responses, particularly with respect to speed tuning. This leads us to conclude that the indirect pathways carry information that contributes significantly to MT neurons’ ability to respond to faster speeds.

This interpretation raises several questions. First, it has been reported that the distributions of preferred speeds in striate cortex (V1) and MT are largely overlapping. Churchland et al. (2005) used random dot patterns to determine the maximum spatial step that can still result in V1 and MT directional responses, and found them to be similar between the two areas. Our laboratory used reverse correlation techniques to characterize the spatiotemporal receptive fields in V1 and MT, and found that the spatial scale of the interactions was quite similar between both visual areas (Pack et al., 2006). These results suggest that speed tuning in MT may be largely inherited from V1 neurons. In neither study, however, was it demonstrated that any particular V1 neuron actually provided direct input to MT. Given that a very select subset of V1 neurons projects to MT (Movshon and Newsome, 1996) and that direct-projecting neurons are intermingled with, but largely distinct from, those providing input to the indirect pathways (Sincich and Horton, 2003), it is also possible that the V1 neurons responding to larger spatial steps may preferentially project to MT by way of V2 and/or V3. Indeed, our results suggest that this may be the case. This may also explain why a larger proportion of MT neurons prefer faster speeds than do V1 cells (Mikami et al., 1986; Churchland et al., 2005; Priebe et al., 2006), and why V1 and MT spatiotemporal maps frequently fail to predict MT speed preferences, particularly for neurons tuned to faster speeds (Pack et al., 2006). On average, V2 and V3 neurons have coarser spatial frequency preferences (Foster et al., 1985), respond to faster speeds (Burkhalter and Van Essen, 1986) and have larger receptive fields (Orban et al., 1986) than those in V1, features that may confer an advantage in the integration of larger, spatially discrete displacements and thus responses to faster speeds, provided there are no systematic changes in tuning for temporal frequency. We and others have shown that the average maximal displacement for direction tuning in MT is slightly larger than that in V1 (Churchland et al., 2005; Pack et al., 2006). While these maximal displacement distributions are largely overlapping, it is plausible that the indirect pathways account for the difference.

Our treatment of speed tuning relied on the systematic variation of spatial information (position shifts of different magnitudes) while keeping the temporal interval constant (frame rate of 100 Hz). Thus our interpretation of the role of the indirect pathways on speed tuning is restricted to the spatial properties of receptive fields, but what about their temporal features? Previous cat and monkey studies have characterized speed tuning using sine-wave gratings with varying temporal and spatial frequencies. In this framework, neurons whose preferred speeds vary as a function of spatial frequency are not technically tuned for speed (because they do not shift their preferred temporal frequency to maintain the same spatiotemporal ratio). These neurons are described as having separable tuning for spatial and temporal frequency: a Fourier plot showing response magnitude as a function of spatial and temporal frequencies would show independence of response. Most simple V1 neurons demonstrate separable tuning and thus are not strictly tuned for speed (Movshon, 1975; Tolhurst and Movshon, 1975; Foster et al., 1985; McLean and Palmer, 1994; Priebe et al., 2006); lateral geniculate cells show nonseparable spatiotemporal tuning, but it is nonspecific and does not represent speed (Hicks et al., 1983; Derrington and Lennie, 1984). In contrast, a small but significant proportion of V1 complex cells, V2 and MT neurons show a preference for a given ratio of temporal and spatial frequencies as expected for true speed tuning (Bisti et al., 1985; Foster et al., 1985; Levitt et al., 1994b; Priebe et al., 2003, 2006). Further, Priebe et al. (2003) showed that MT neurons become more distinctly speed-tuned as different spatial frequencies are added together—either by superimposing multiple sine-wave gratings or by using square-wave gratings or random dot patterns—while V1 neurons do not show this nonlinearity (Priebe et al., 2006). Our present work does not lead to strong predictions about the effects of V2/V3 inactivation on these spatiotemporal properties of MT neurons. However, given that these properties are well represented in MT-projecting V1 complex neurons (Movshon and Newsome, 1996; also see supplemental information in the study by Priebe et al., 2006), and that we failed to see any significant changes in speed tuning bandwidth, it is unlikely that MT neurons would become less speed-tuned (i.e., show less dependence of spatio-temporal responses, although some neurons might show offset changes toward lower preferred speeds). It is plausible that in the absence of V2/V3 input, the distribution of preferred spatial frequencies in MT would shift toward higher values (given a loss of coarse-frequency tuning). These are questions that merit further investigation.

Thus far we have considered only feedforward pathways. It is important to realize, however, that inactivation of all layers within V2 and V3, as we have done with the cooling technique, will also affect other pathways, including feedback from V2 to V1, as well as those involving subcortical structures, which, in turn,
provide input to MT. While we cannot exclude the possibility that some of the cooling effects we observed result from effects via these other pathways, experiments in which feedback pathways have been inactivated have revealed relatively small and nonspecific effects (Hupe et al., 1998, 2001a,b; Luo et al., 2008). We thus think it most likely that the effects we have measured are attributable to the feedforward properties of the circuit. As new tools increase the specificity with which neural circuits can be manipulated, we anticipate that such possibilities will be addressed directly.

We believe that our findings are another example of a fundamental strategy of the visual system: to use parallel processing to extend the range over which vision is useful. Even allowing for the most sophisticated, information-rich neural coding (Abeles, 1991), individual neurons possess a very limited bandwidth. By using multiple, parallel channels, information spanning a wider range of environmental stimuli can be encoded. This strategy is first manifest at the earliest possible stage in the form of separate rod and cone photoreceptors that allow vision to operate across luminance conditions ranging from moonlight to bright sunlight. Similarly, the magnocellular and parvocellular streams allow coverage of a broader range of spatial and temporal frequencies, as well as different aspects of chromaticity. Our data suggest that a similar strategy is used within cortical pathways and provides some experimental justification of the extensive cross talk present in the cortical hierarchy. By exploiting the differences in spatial scale and tuning properties of different cortical representations, the direct and indirect pathways allow MT neurons to represent a wider range of speeds, to place stimuli within a broader context, and to integrate information concerning depth and motion.
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Figure S1. Change in preferred speed due to firing rate reductions. As in our previous analysis comparing direction and disparity changes, we attempted to replicate changes in the speed tuning data by applying changes from the direction tuning data. First, we computed a distribution of gain and offset change values that best describe the changes observed in a given neuron’s direction tuning curves. We could then randomly draw a sample from these distributions and apply it to each spike count of the speed control data. By repeating this process thousands of times, we derived a distribution of simulated cooling speed tuning curves and compare the observed preferred speed cooling value to the simulated distribution. We designated an observed shift in preferred speed as significant if it fell outside of the central 95% distribution, and found that 28% (13/47 units) demonstrated significant changes in their preferred speeds that could not be explained by a simple change in gain and offset. Of these, 11 units showed a decrease in their preferred speed during cooling, while 2 units showed an increase. A) Direction tuning curves from a given unit measured before (black) and during cooling (gray). Curves show the best Gaussian fit, radial lines show the mean and S.E.M. Center lines show the vector average (preferred direction). B) Distribution of gains (\(G = \frac{Amplitude_{cool}}{Amplitude_{pre-cool}}\)) and offset changes (\(Offset_{cool} - Offset_{control}\)) derived from data in A using 500 bootstrap iterations. Mean gain change was 0.75±0.14 and offset change was -0.15±0.37). C) Speed tuning curves for the same unit measured before (black, pref. speed 15°/s) and during cooling (gray, pref. speed 10°/s). Thin gray curves show a small subset of the predicted cooling tuning curves derived from applying random draws from B to control speed data. Black squares show the preferred speed in every simulated curve. Vertical lines show the mean and S.E.M.
D) Difference in predicted vs. observed cooling preferred speeds plotted as a function of control preferred speed. Black dots: significant differences (where observed value falls outside of the central 95% distribution).

Figure S2. *Comparison between cooling and contrast data.* A) Change in preferred speed during low contrast (*test* condition) plotted as a function of high-contrast (*control*) preferred speed. B) Normalized mean activity plotted as a function of stimulus speed (before and during cooling, black and gray). C) Normalized mean activity plotted as a function of stimulus speed (measured with high and low contrast, black and gray). D, E) Response latencies during test (cooling/low contrast) conditions as a function of their respective control (control/high contrast) values. For speed (E) and size (F) tuning.

Figure S3. Median latency difference in response latency(*test* minus *control*) conditions for each animal. The first two animals (M and K) were used for V2/V3 cooling experiments; monkey G was used for speed-contrast experiments; the remaining monkeys were used for size-contrast experiments. For monkeys C, L and O, each bar shows the median difference in latency in response to one contrast-level (0.5, 0.7 and 0.9%).
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